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It is shown that for a given body and a given orientation $g$ there is always a position of the centre of mass which produces a stable falling motion in a very viscous fluid with $g$ vertical and, in general, with a spin about the vertical axis. The corresponding terminal settling speed is bounded by means of several variational principles.

Relations between the terminal speeds for falls with different downward directions and between the terminal speed and the geometry of the body are deduced. In particular, it is proved that for a large class of slender bodies the first approximation to the drag obtained from the slender-body theory of Burgers (1938) is correct. It follows that the ratio of the terminal speeds for falls with the long axis vertical and horizontal is near two.

## 1. Introduction

It was shown experimentally by Taylor $(1967,1969)$ that, if a slender convex axially symmetric body is allowed to fall in a viscous fluid, its terminal speed when it falls along its axis of symmetry is about twice its terminal speed when it falls with its axis of symmetry in a horizontal direction. Taylor gave a heuristic argument using the slender-body theory of Burgers (1938) to support the conjecture that this result should be true for any sufficiently slender convex axially symmetric body. In this paper we shall establish this and other results by means of a quadratic variational theory.

In order to treat the problem of the steady fall of a general body in the Stokes regime it is first necessary to formulate physically and mathematically correct boundary-value problems. Two such problems are formulated in §2. In problem 1 the downward orientation of the body is prescribed and one tries to determine a position of the centre of mass for which the body has a steady falling motion with the given direction downward. In problem 2 the centre of mass is given and one wishes to find a downward orientation for which a steady falling motion exists. In §3 we show that problem 1 has a unique solution and that problem 2 always has at least one solution. Moreover, we characterize the solution of problem 1 by several variational principles for the terminal speed.

A minimum energy dissipation principle for a Stokes flow with given velocity on the boundary was introduced by Helmholtz (1868) and proved by Korteweg (1883). Complementary energy principles for such problems were given by Hill \& Power (1956) and by Kearsley (1960). These principles were generalized by Keller, Rubenfeld \& Molyneux (1967) to a fluid containing rigid particles with given instantaneous positions and orientations which are settling in the fluid under the action of given forces and torques, and also containing inclusions of a
different fluid in given instantaneous positions. A further generalization to include surface tension on the boundaries of the fluid bubbles was given by Skalak (1970). The forces and torques on each rigid particle must be prescribed for the variational principles of Keller, Rubenfeld \& Molyneux and Skalak. Therefore, these principles cannot be applied to problem 1, in which the position of the centre of mass, and hence the gravitational torque, is to be determined. Therefore our variational principles do not follow from the earlier ones. Of course, all these variational principles fit into the framework of the general quadratic variational theory. (See, e.g. Diaz 1951; Mikhlin 1957; Synge 1957; Weinberger 1961.)

It is interesting to note that we derive two non-equivalent minimum principles as well as a maximum principle. While these principles could be used for numerical computation by means of the Rayleigh-Ritz method, we shall use them only to obtain general properties of the terminal settling speed. In particular, we show in §3 (theorem 5) that for a given net weight the settling speed decreases if the body is enlarged. We also obtain a sharp bound for the settling speed in terms of the electrostatic capacity of the body. Our results do not require the body to have a smooth boundary, but they do assume that the electrostatic capacity of the body is positive. Thus, they apply to a disk but not to a line segment. In fact, if we consider a line segment as a limit of thin ellipsoids, we see that its terminal settling speed should be infinite, so that the corresponding Stokes-flow problem has no solution.

In §4 we show that if the centre of mass is sufficiently low the steady falling motion is the limit in the quasi-steady Stokes regime of any falling motion except for the unstable motion in which the body falls upside down. In establishing this result we use the translation, rotation and coupling tensors of Brenner (1964), and we correlate our results with the behaviour of the coupling tensor. In particular, we show that falling motion without spin occurs in all directions if and only if the body is non-skew in the terminology of Brenner. We give a weakened symmetry condition which assures that the body is non-skew.

In $\S 5$ we present an isoperimetric inequality between the capacity of a body and its average terminal settling speed. This inequality has the interesting property that equality is attained for all ellipsoids. A classical symmetrization inequality then gives another isoperimetric inequality between the average settling speed and the volume of the body, equality being attained for the sphere.

In §6 we establish that the terminal speed of an axially symmetric body falling in the axial direction is less than twice its terminal speed when it falls in a direction perpendicular to the axis. Thus the limit, two, of the ratio of these speeds must be approached from below. In § 7 we prove that for any convex slender body the difference between two and the ratio of the terminal speed in the long direction to that in a perpendicular direction is bounded by an explicit function of the aspect ratio $\epsilon$ which approaches zero with $\epsilon$. The proof consists of applying our monotonicity theorem in order to compare the settling speeds of the body with those of inscribed and circumscribed ellipsoids. The convexity can be replaced by various smoothness assumptions which ensure the possibility of inscribing and circumscribing suitable ellipsoids.

In the process we obtain a rigorous justification for the first term of the series for the drag coefficients obtained from slender-body theory by Burgers (1938), Tuck (1964, 1970), Taylor (1969), Cox (1970), Tillett (1970) and Batchelor (1970). The slender-body theory for potential flows can be justified if the boundary conditions are satisfied to within a certain order in $\epsilon$ by noting that a harmonic function satisfies a maximum principle (see, e.g. Moran 1963, p. 295). No such principle is known for solutions of the Stokes equations.

Tillett has used the rather sophisticated ideas of inner and outer expansions of singular perturbation theory, but his argument leans heavily on the hypothesis that for sufficiently small $\epsilon$ his dual integral equations have an inverse which is uniformly bounded in the maximum norm. The very existence of such an inverse implies that the Stokes flow can always be extended inside the body to a Stokes flow which is singular only on the axis. Because of a scarcity of explicit solutions for bodies of the form $r \leqslant \epsilon R(z)$, we have not been able to find a counter example, but it seems unlikely that this hypothesis is always true.

Batchelor (1970) has extended the ideas of slender-body theory to obtain a formal approximation to the drag of an arbitrary slender body without an attempt at a rigorous proof. The following example shows that great care must be taken in defining the class of slender bodies to which the expansions are to apply. Consider a dumb-bell consisting of two spheres of radius $\epsilon$ connected by a cylindrical rod of length $l$ and diameter $e^{-\epsilon^{-2}}$. For small $\epsilon$ this body is certainly slender, but we shall show in $\S 7$ that it behaves like two distant spheres. In particular, the ratio of the terminal speeds in the axial and perpendicular directions approaches one rather than two. Thus while the expansions of slender-body theory may well be correct, their correctness has not yet been proved. A rigorous proof of the correctness of the first term is therefore not redundant.

The interest in a solution of the Stokes equations lies in the fact that it is supposed to be an approximation to a solution of the Navier-Stokes equations. It will be shown elsewhere (Weinberger 1972) that the steady falling motions of a body in Stokes flow obtained here are limits as the dimensionless parameter $\rho m|\mathbf{g}| / \mu^{2}$ approaches zero of analogous steady falling motions of the same body in a Navier-Stokes fluid. Here $\rho$ is the density of the fluid, $\mu$ is its viscosity and $m|g|$ is the gravitational force minus the buoyant force acting on the body.

## 2. Formulation of the problem

Let $D$ be the complement of a closed connected bounded set $B$ with boundary $\dot{B}$ We consider the problem of the settling of the rigid body $B$ under its own weight in a very viscous fluid which fills $D$. In the Stokes approximation the instantaneous velocity $\mathbf{u}$ and pressure $p$ are solutions of the equations

$$
\left.\begin{array}{rl}
\sigma_{i j} & =\mu\left(u_{i, j}+u_{j, i}-p \delta_{i j}\right),  \tag{2.1}\\
\sigma_{i j, j} & =0, \\
u_{i, i} & =0 \quad \text { in } D .
\end{array}\right\}
$$

We shall use the usual summation convention and the subscript ' $j$ ' for $\partial / \partial x_{j}$. The constant $\mu$ is the viscosity; $\mu p$ is the sum of the viscous pressure and the
gravitational potential. We shall take account of the buoyant force due to the latter in setting up our equilibrium conditions.

Since $B$ is rigid, the velocity must be of the form $\mathbf{U}+\boldsymbol{\omega} \times \mathbf{r}$ on the boundary $\dot{B}$. The vectors $\mathbf{U}$ and $\boldsymbol{\omega}$ are to be determined from the fact that the gravitational forces are in equilibrium with the viscous forces. These considerations lead to the boundary conditions

$$
\left.\begin{array}{rl}
\mathbf{u} & =\mathbf{U}+\boldsymbol{\omega} \times \mathbf{r} \quad \text { on } \quad \dot{B}  \tag{2.2}\\
\mathbf{u} & \rightarrow \mathbf{0} \quad \text { at } \infty, \\
\oint_{\dot{B}} \mathbf{f} d S & =m \mathbf{g}, \quad \oint_{\dot{B}} \mathbf{f} \times \mathbf{r} d S=m \mathbf{g} \times \mathbf{r}^{(c)},
\end{array}\right\}
$$

where

$$
f_{i}=\sigma_{i j} n_{j}
$$

Here $\mathbf{n}$ is the unit inward normal on $\dot{B}$ and $\mathbf{g}$ is the acceleration due to gravity. The mass $m$ is the net mass, which is the difference between the mass $m^{\prime}$ of the body and the mass $m^{\prime \prime}$ of the displaced fluid. Similarly, $\mathbf{r}^{(c)}$ is the effective centre of mass, defined by

$$
m \mathbf{r}^{(c)}=m^{\prime} \mathbf{r}^{\prime}-m^{\prime \prime} \mathbf{r}^{\prime \prime}
$$

where $\mathbf{r}^{\prime}$ is the centre of mass of $B$ and $\mathbf{r}^{\prime \prime}$ is the centroid of $B$.
Since all acceleration terms are neglected, equations (2.1) are valid in a moving rectangular co-ordinate system. In particular we choose a co-ordinate system attached to $B$. We observe that the rigid motion $\mathbf{u}=\mathbf{U}+\mathbf{r} \times \boldsymbol{\omega}$ satisfies the homogeneous equations (2.1) and gives zero stress. Accordingly if we replace the velocity $\mathbf{v}$ in our moving co-ordinates, which obviously vanishes on $\dot{B}$, by $\mathbf{u}=\mathbf{v}+\mathbf{U}+\boldsymbol{\omega} \times \mathbf{r}$, we find that this function again satisfies the problem (2.1), (2.2). We shall be interested in the situation in which the fall of the body $B$ is steady, in the sense that $\mathbf{u}$ is independent of time in our moving co-ordinate system.

The downward vector $g$ moves in the co-ordinate system attached to the body according to the law

$$
d \mathbf{g} / d t=\boldsymbol{\omega} \times \mathbf{g}
$$

We see from the third equation in (2.2) that if $\mathbf{u}$ is independent of time so is $\mathbf{g}$. Hence we must have $\omega=\lambda \mathbf{g}$ for some constant scalar $\lambda$. Conversely, if $\omega=\lambda \mathbf{g}$ with $\lambda$ constant, the conditions (2.2) are independent of time, so that any solution will be stationary.

We can now consider two possible problems of steady fall.
Problem 1. Given $B$ and the vector $g$, find a position of the effective centre of mass $\mathbf{r}^{(c)}$, a vector $\mathbf{U}$ and a scalar $\lambda$ such that equations (2.2) are satisfied with $\boldsymbol{\omega}=\lambda \mathrm{g}$.

Problem 2. Given $B$ and its mass distribution, find vectors $\mathbf{g}$ and $\mathbf{U}$ and a scalar $\lambda$ such that the boundary conditions (2.2) are satisfied with $\boldsymbol{\omega}=\lambda \mathbf{g}$.

In problem 1 we think of $B$ as a hollow body in which masses may be moved about to produce a motion in which a given direction $\mathbf{g}$ in $B$ points downward. We shall mainly treat problem 1; however, we shall show (theorem 2) that problem 2 is a special case of problem 1.

In order to solve problem 1 we note that the torque equation in (2.2) can be
solved for $\mathbf{r}^{(c)}$ if and only if the scalar product of the torque due to the viscous forces with g is zero. Thus, for problem I the boundary conditions reduce to

$$
\left.\begin{array}{rl}
\mathbf{u} & =\mathbf{U}+\lambda \mathbf{g} \times \mathbf{r} \quad \text { on } \quad \dot{B} .  \tag{2.3}\\
\mathbf{u} & \rightarrow 0 \quad \text { at } \quad \infty, \\
\oint_{\dot{B}} \mathbf{f} d S & =m \mathbf{g}, \quad \mathbf{g} \cdot \oint_{\dot{B}} \mathbf{f} \times \mathbf{r} d S=0,
\end{array}\right\}
$$

where

$$
f_{i}=\sigma_{i j} n_{j}
$$

If the problem (2.1), (2.3) has a solution, it is necessary and sufficient to put the effective centre of mass $\mathbf{r}^{(c)}$ on the vertical line

$$
\begin{equation*}
\mathbf{r}^{(c)}=\frac{-1}{m|\mathbf{g}|^{2}} \mathbf{g} \times \oint_{\dot{B}} \mathbf{f} \times \mathbf{r} d S+\alpha \mathbf{g}, \tag{2.4}
\end{equation*}
$$

where $\alpha$ is an arbitrary constant, in order to realize the steady falling motion. Since $\mathbf{f}$ is easily seen to be proportional to the weight $m|\boldsymbol{g}|$, the line (2.4) depends only on the direction of $g$ and is independent of $m$ or $|g|$. The existence of the solution of the problem (2.1), (2.3) will be proved in §3.

We define the settling speed of $B$ to be the vertical component of $\mathbf{U}$, which is also the vertical speed of every point in $B$, and write

$$
\begin{equation*}
s(m, \mathbf{g})=\mathbf{U} \cdot \mathbf{g} /|\mathbf{g}| \tag{2.5}
\end{equation*}
$$

Since $\mathbf{U}$ is proportional to the ratio $m \mid \boldsymbol{g} \| \mu$ we see that
where the quantity

$$
\begin{gather*}
s(m, \mathbf{g})=(m / \mu)|\mathbf{g}| t(\mathbf{g})  \tag{2.6}\\
t(\mathbf{g}) \equiv \mu \mathbf{U} \cdot \mathbf{g} / m|\mathbf{g}|^{2} \tag{2.7}
\end{gather*}
$$

depends only on the direction of $\dot{g}$ and the geometry of $B$. Moreover, it is easily seen that

$$
\begin{equation*}
t(-\mathbf{g})=t(\mathbf{g}) \tag{2.8}
\end{equation*}
$$

We shall call $t(\mathbf{g})$ the terminal settling speed; it is simply the settling speed in a system of units in which $m|\mathbf{g}| / \mu=1$. Once $t(\mathbf{g})$ is known, $s(m, \mathbf{g})$ can immediately be computed from the definition (2.6).

Several of our results will be stated in terms of the capacity $C$ of $B$ which is defined as

$$
\begin{equation*}
C=\frac{1}{4 \pi} \inf \int_{D} \phi_{, i} \phi_{, i} d x \tag{2.9}
\end{equation*}
$$

over smooth functions $\phi$ which are unity in a neighbourhood of $B$ and vanish at infinity. The minimum of the right-hand side is attained for a unique function $h$ in the Sobolev space $H^{1,2}$. This function is the strong solution of the boundaryvalue problem

$$
\begin{align*}
\Delta h & =0 \quad \text { in } D,  \tag{2.10}\\
h & =\left\{\begin{array}{lll}
1 & \text { on } & \dot{B}, \\
0 & \text { at } & \infty
\end{array}\right\}
\end{align*}
$$

Moreover,

$$
\begin{equation*}
C=\frac{1}{4 \pi} \oint_{\dot{B}} \frac{\partial h}{\partial n} d S \tag{2.11}
\end{equation*}
$$

Since (2.10) is a scalar problem and since harmonic functions satisfy a maximum principle it is much easier to approximate $C$ than $t(\mathbf{g})$.

## 3. Variational inequalities for the terminal speed

For any two symmetric tensor fields $\tau_{i j}$ and $\rho_{i j}$ which are square-integrable in $D$ we define the symmetric bilinear form

$$
\begin{equation*}
E(\tau, \rho)=\frac{\mathbf{1}}{2 \mu} \int_{D}\left(r_{i j}-\frac{1}{3} \tau_{k k} \delta_{i j}\right)\left(\rho_{i j}-\frac{1}{3} \rho_{l l} \delta_{i j}\right) d x \tag{3.1}
\end{equation*}
$$

Let $\tau_{i j}$ be any smooth square-integrable tensor field which has the properties

$$
\begin{equation*}
\tau_{i j, j}=0 \quad \text { in } \quad D, \quad g_{i} \oint_{\dot{B}} \epsilon_{i j k} x_{j} \tau_{l k l} n_{l} d S=0 \tag{3.2}
\end{equation*}
$$

(Here $\epsilon_{i j k}$ is the usual alternating tensor.) Let $\rho$ be of the form

$$
\begin{equation*}
\rho_{i j}=\mu\left(v_{i, j}+v_{j, i}-\Pi \delta_{i j}\right), \tag{3.3}
\end{equation*}
$$

where $\mathbf{v}$ is any smooth vector field with compact support which satisfies the conditions

$$
\left.\begin{array}{rl}
\operatorname{div} \mathbf{v} & =0  \tag{3.4}\\
\mathbf{v} & =\mathbf{V}+\gamma \mathbf{g} \times \mathbf{r} \quad \text { on } \quad \dot{B}, \\
\mathbf{v} & \rightarrow 0 \text { at infinity }
\end{array}\right\}
$$

for some constant vector $V$ and some scalar $\gamma$. We note that the tensor $\rho_{i j}-\frac{1}{3} \rho_{k k} \delta_{i j}$ is independent of the scalar function $\Pi$, so that the properties of $\Pi$ are unimportant.

An integration by parts now shows that

$$
\begin{aligned}
E(\tau, \rho) & =\frac{1}{2} \int_{D}\left(\tau_{i j}-\frac{1}{3} \tau_{k k} \delta_{i j}\right)\left(v_{i, j}+v_{j, i}\right) d x \\
& =\int_{D} \tau_{i j} v_{i, j} d x=\oint_{B} v_{i} \tau_{i j} n_{j} d S \\
& =V_{i} \oint_{B} \tau_{i j} n_{j} d S+\gamma g_{i} \epsilon_{i j k} \int_{B} x_{j} \tau_{j k} n_{l k} d S
\end{aligned}
$$

Therefore by (3.2)

$$
\begin{equation*}
E(\tau, \rho)=V_{i} \oint_{B} \tau_{i j} n_{j} d S \tag{3.5}
\end{equation*}
$$

We have derived this equation on the assumption that $r$ and $\rho$ are smooth. However, both sides of (3.5) are continuous in the $L_{2}$ norm

$$
\left\{\int_{D} \tau_{i j} \tau_{i j} d x\right\}^{\frac{1}{2}}
$$

provided that we interpret the right-hand side of (3.5) as

$$
V_{i} \oint_{B} \tau_{i j} n_{j} d S \equiv \int_{D} \tau_{i j} \phi_{i . j} d S
$$

where $\phi$ is any $C_{\infty}$ vector field which vanishes outside a bounded set and equals $V$ in a neighbourhood of $B$. Therefore the identity (3.5) holds for $\tau_{i j}$ on the closure $T_{1}$ in $L_{2}$ of tensors which satisfy (3.2) and for an arbitrary $\rho_{i j}$ on the closure $T_{2}$ in $L_{2}$ of tensor fields of the form (3.3) with $\mathbf{v}$ subject to the conditions (3.4). If the boun-
dary is not smooth, we replace the boundary conditions in (3.4) by $\mathbf{v}=\mathbf{V}+\gamma \mathbf{g} \times \mathbf{r}$ in a neighbourhood of $B$ and $\mathbf{v}=0$ outside some bounded set in deriving (3.5) and in defining the closure $T_{2}$. The tensor fields in $T_{1}$ and in $T_{2}$ satisfy (3.2) and (3.3), respectively, in a weak sense.

If we assume for the moment that the boundary-value problem (2.1), (2.3) has a solution for which the stress $\sigma_{i j}$ lies in $T_{1} \cap T_{2}$ we see from (3.5) that

$$
\begin{equation*}
E(\sigma, \sigma)=m \mathbf{U} \cdot \mathbf{g}=m|\mathbf{g}| s(m, \mathbf{g})=\left(m^{2}|\mathbf{g}|^{2} / \mu\right) t(\mathbf{g}) \tag{3.6}
\end{equation*}
$$

which is clearly the rate of dissipation of energy in the fluid owing to the viscosity.
We now choose $\tau=\sigma$ in (3.5) and let $\rho$ be of the form (3.3), where $v$ is any vector field which satisfies the conditions (3.4). We then see that

$$
\begin{equation*}
E(\sigma, \rho)=m \mathbf{V} \cdot \mathbf{g} . \tag{3.7}
\end{equation*}
$$

Since $\mathbf{v}$ is an arbitrarily chosen vector field the right-hand side of (3.7) as well as $E(\rho, \rho)$ can be evaluated.

Since the quadratic form $E(\tau, \tau)$ is positive semi-definite, Schwarz's inequality

$$
E(\sigma, \rho)^{2} \leqslant E(\sigma, \sigma) E(\rho, \rho)
$$

is valid. From this and (3.7) we see that

$$
\begin{equation*}
E(\sigma, \sigma) \geqslant(m \mathbf{g} \cdot \mathbf{V})^{2} / E(\rho, \rho) \tag{3.8}
\end{equation*}
$$

For the purpose of simplifying the computations we observe that

$$
\int_{D}\left(v_{i, j}+v_{j, i}\right)\left(v_{k, j}+v_{j, i}\right) d x=2 \int_{D}|\operatorname{curl} v|^{2} d x+4 \int_{D} v_{i, j} v_{j, i} d x .
$$

Since $\operatorname{div} \mathbf{v}=0$

$$
\int_{D} v_{i, j} v_{j, i} d x=\oint_{B} v_{i, j} v_{j} n_{i} d S=\oint_{B} v_{j}\left(v_{i, j} n_{i}-v_{i, i} n_{j}\right) d S
$$

Because the last integral involves only $\mathbf{v}$ and its tangential derivatives on $\dot{B}$, we may replace $\mathbf{v}$ in the integral by its boundary values $\mathbf{V}+\gamma \mathbf{g} \times \mathbf{r}$. In this way we find that

$$
\begin{equation*}
\int_{D} v_{i, j} v_{j, i} d x=2|B||\gamma \mathbf{g}|^{2} \tag{3.9}
\end{equation*}
$$

where $|B|$ is the volume of $B$. Therefore

$$
\begin{equation*}
E(\rho, \rho)=\mu\left\{\int_{D}|\operatorname{curl} \mathbf{v}|^{2} d x+4|B \| \gamma \mathbf{g}|^{2}\right\} \tag{3.10}
\end{equation*}
$$

and the inequality (3.8) may be written in the form

$$
\begin{equation*}
E(\sigma, \sigma) \geqslant \frac{(m \mathbf{V} \cdot \mathrm{~g})^{2}}{\mu\left\{\int_{D}|\operatorname{curl} \mathbf{v}|^{2} d x+4|B \| \gamma \mathbf{g}|^{2}\right\}} \tag{3.11}
\end{equation*}
$$

We again carry through this derivation for smooth $\mathbf{v}$, and then extend it to $\rho$ in $T_{2}$. We have assumed, however, that the problem (2.1), (2.3) has a solution $\sigma$ in
$T_{1} \cap T_{2}$. It follows from the identity (3.9) that the denominator $E(\rho, \rho)$ of the right-hand side of (3.11) satisfies the inequality

$$
\begin{equation*}
E(\rho, \rho) \geqslant \mu \int_{D} v_{i, j} v_{i, j} d x \tag{3.12}
\end{equation*}
$$

It is easily seen that because of the conditions (3.4) the quadratic form in the numerator on the right of (3.11) is compact with respect to this square integral. It follows that, if the supremum of the right-hand side of (3.11) is finite, it is attained for some tensor field $\sigma$ on the closed space $T_{2}$. The usual Euler equation argument then shows that if $\sigma$ is properly normalized it also lies in $T_{1}$ and satisfies all conditions of the problem (2.1), (2.3). Moreover, this solution is easily seen to be unique.

We now note that by (3.12) and the definition (2.9)

$$
\begin{aligned}
E(\rho, \rho) & \geqslant \mu \int_{D} v_{i, j} v_{i, j} d x \geqslant \frac{\mu}{|\mathbf{g}|^{2}} \int_{D}|\operatorname{grad}(\mathbf{v} \cdot \mathbf{g})|^{2} d x \\
& \geqslant \mu \frac{(\mathbf{V} \cdot \mathbf{g})^{2}}{|\mathbf{g}|^{2}} \int_{D}\left|\operatorname{grad}\left(\frac{\mathbf{v} \cdot \mathbf{g}}{\mathbf{V} \cdot \mathbf{g}}\right)\right|^{2} d x \geqslant 4 \pi \mu C(\mathbf{V} \cdot \mathbf{g})^{2} /|\mathbf{g}|^{2} .
\end{aligned}
$$

Thus the right-hand side of (3.11) is bounded by $|m \mathbf{g}|^{2} / 4 \pi \mu C$. We conclude that the supremum is finite whenever the capacity of $B$ is positive. Finally, we observe that $T_{2}$ contains all continuous piecewise continuously differentiable vector fields which satisfy the conditions (3.4). We thus have proved the following result.

Theorem 1. If $B$ is any body with positive capacity, there exists a unique weak solution of the problem (2.1), (2.3). The solution $\mathbf{u}$ gives the maximum of the right-hand side of (3.11) over all continuous, piecewise continuously differentiable, solenoidal vector fields with square-integrable gradient which vanish at infinity and which are of the form $\mathbf{V}+\gamma \mathbf{g} \times \mathbf{r}$ on $\dot{B}$.

Moreover, the terminal settling speed $t(\mathrm{~g})$ satisfies the inequality

$$
\begin{equation*}
t(\mathrm{~g}) \geqslant 1 / 4 \pi C \tag{3.13}
\end{equation*}
$$

for every direction of fall.
We observe that the constant $4 \pi$ in the inequality (3.13) is sharp in the sense that for a prolate spheroid of major axis $l$ and minor axis $\varepsilon l$ the product $4 \pi C t(g)$ approaches one as $\epsilon \rightarrow 0$, provided $g$ lies along the major axis. Note that since g occurs in the admissibility condition (3.4) as well as in the numerator of (3.11), $t(\mathbf{g})$ is not a quadratic functional of $g$ (see formula (4.13) below).

We shall now show that for any body with a fixed mass distribution there is at least one direction in which the body has a steady settling motion.

Theorem 2. For any closed bounded connected body $B$ with positive capacity and with given net mass $m$ and effective centre of mass $\mathbf{r}^{(c)}$ there is a direction $\mathbf{g}$ such that the problem (2.1), (2.2) is satisfied with $\boldsymbol{\omega}=\lambda \mathrm{g}$.

Proof. Choose the origin at the effective centre of mass, so that $\mathbf{r}^{(c)}=0$. Let $\sigma$ be the stress in the solution of the problem (2.1), (2.3) and let $f$ be the corresponding surface force. Then for each vector $\mathbf{g}$, the torque

$$
\mathbf{L}(\mathbf{g}) \equiv \oint_{\dot{B}} \mathbf{f} \times \mathbf{r} d S
$$

is a vector perpendicular to $g$. It is clear from theorem 1 that this vector depends continuously on $\mathbf{g}$. Thus $\mathbf{L}(\mathbf{g})$ represents a tangential field on the sphere

$$
|\mathbf{g}|=\text { constant }
$$

By a well-known theorem of topology (see, e.g. Chinn \& Steenrod 1966, theorem 34.1) there must be a direction $\mathbf{g}$ for which $\mathbf{L}(\mathbf{g})=0$. For this $\mathbf{g}$ the conditions (2.1) and (2.2) are satisfied with $\omega=\lambda \mathrm{g}$. (Note that -g also satisfies the condition.)

Another result of the same kind is the following.
Theorem 3. Given any direction $\mathbf{g}_{\mathbf{0}}$, there exists a perpendicular direction $\mathbf{g}_{1}$ and a position $\mathbf{r}^{(c)}$ for the effective centre of mass such that the body $B$ of positive capacity has steady falling motions in both the directions $\mathbf{g}_{0}$ and $\mathbf{g}_{\mathbf{1}}$.

Proof. Solve the problem (2.1), (2.3) for $g=g_{0}$ and choose the origin to lie on the corresponding line (2.4). Then this line of possible centres of mass becomes $\mathbf{r}^{(c)}=\alpha \mathbf{g}_{0}$ and the torque equilibrium condition for a motion in another direction g becomes

$$
\mu \oint_{\dot{B}} \mathbf{f} \times \mathbf{r} d S=\alpha m \mathbf{g} \times \mathbf{g}_{0}
$$

This equation can be solved for $\alpha$ if and only if the torque on the left is perpendicular to both $g$ and $\boldsymbol{g}_{0}$. Thus, if $f$ is the force which corresponds to the solution of the problem (2.1), (2.3) for $g$, the condition becomes

$$
\mathbf{g}_{0} \cdot \mathbf{L}(\mathbf{g}) \equiv \mathbf{g}_{0} \cdot \oint_{\dot{B}} \mathbf{f} \times \mathbf{r} d S=0
$$

The left-hand side is an odd continuous function of $g$. Therefore we see by letting $g$ vary on the circle $g . g_{0}=0,|g|=1$ that there must be at least one $g$, say $\mathbf{g}=\mathbf{g}_{1}$, for which the condition holds. For this $\mathbf{g}_{\mathbf{1}}$, then, we can find an $\alpha$ such that, if $\mathbf{r}^{(c)}=\alpha \mathbf{g}_{0}$, there are steady flows in the $\boldsymbol{g}_{0}$ and $\mathbf{g}_{1}$ directions. (Note that we may replace $g_{0}$ by $-g_{0}, g_{1}$ by $-g_{1}$, or both.)

In order to obtain an upper bound for $t(\mathbf{g})$ we choose an arbitrary symmetric tensor field $\tau_{i j}$ which satisfies the conditions (3.2) and the additional condition

$$
\begin{equation*}
\oint_{B} \tau_{i j} n_{j} d S=m g_{i} \tag{3.14}
\end{equation*}
$$

We apply the identity (3.5) to this $\tau$ and to $\rho=\sigma$, where $\sigma$ is the stress in the solution of the problem (2.1), (2.3). Then (3.5) becomes

$$
E(\tau, \sigma)=\mathbf{U} \cdot m \mathbf{g}=E(\sigma, \sigma)
$$

We again use Schwarz's inequality for the non-negative quadratic form $E(\rho, \rho)$ and find that
or

$$
E(\sigma, \sigma)^{2}=E(\tau, \sigma)^{2} \leqslant E(\tau, \tau) E(\sigma, \sigma)
$$

$$
\begin{equation*}
E(\sigma, \sigma) \leqslant E(\tau, \tau) \tag{3.15}
\end{equation*}
$$

This inequality may be stated as a minimum principle.

Theorem 4. The stress $\sigma$ in the solution of the problem (2.1), (2.3) gives the minimum of the dissipation functional $E(\tau, \tau)$ over all symmetric stress fields which satisfy the conditions (3.2) and (3.14).

We remark that equality is attained in (3.15) if and only if $\tau$ differs from $\sigma$ only by a hydrostatic stress. As a simple application of theorem 4 we shall prove the monotonicity of the settling speed as a functional of domain.

Theorem 5. Let $D$ and $D^{\prime}$ be two domains with bounded connected complements $B$ and $B^{\prime}$, and suppose that $B^{\prime}$ contains $B$. Let $B$ and $B^{\prime}$ have the same net mass $m$. Then the settling speeds $s(m, \mathbf{g})$ and $s^{\prime}(m, \underline{g})$ in any direction $g$ satisfy the inequality $s^{\prime}(m, \mathbf{g}) \leqslant s(m, \mathbf{g})$.

Proof. Let $\sigma$ be the stress which corresponds to the solution of the problem (2.1), (2.3) for $D$. It clearly satisfies the conditions (3.2) and (3.14). Since $D^{\prime} \subset D, \sigma$ is admissible in the minimum principle of theorem 4 for $B^{\prime}$. Moreover, the dissipation functional $E^{\prime}(\sigma, \sigma)$ integrates $\sigma$ over a smaller set than $D$. Hence in obvious notation
or

$$
\begin{aligned}
E^{\prime}\left(\sigma^{\prime}, \sigma^{\prime}\right) & \leqslant E(\sigma, \sigma) \\
s^{\prime}(m, \mathbf{g}) & \leqslant s(m, \mathbf{g})
\end{aligned}
$$

(We could also write this result in the form $t^{\prime}(\mathbf{g}) \leqslant t(\mathbf{g})$.)
Theorem 5 states that increasing the size of the body $B$ decreases its terminal speed, provided that the net weight is not increased. That is, the weight of $B^{\prime}$ exceeds that of $B$ by at most the weight of the additional fluid displaced by $B^{\prime}$. The result is not in general true if $B^{\prime}$ has the same mass density as $B$. For example, the terminal speed of a sphere of fixed mass density is proportional to the square of its radius and hence increases with increasing size.

Note. As we pointed out in the proof of theorem $1, m^{2}|\mathbf{g}|{ }^{2} t(\mathbf{g}) / \mu$ is the supremum of the right-hand side of (3.11) over all $\mathbf{v}$ which satisfy (3.4) with $\mathbf{v}$ of the form

$$
\mathbf{V}+\gamma \mathbf{g} \times \mathbf{r}
$$

in some neighbourhood of $B$. Such a $\mathbf{v}$ is then admissible in the maximum principle for some $B^{\prime}$ which contains a neighbourhood of $B$. We see by theorem 5 that $t(\mathbf{g})$ is the upper limit of the speeds $t^{\prime}(\mathbf{g})$ of the domains $B^{\prime}$ which contain a neighbourhood of $B$.

If we apply the identity (3.10) to the solution $\mathbf{u}$ of (2.1), (2.3) we find that

$$
\begin{equation*}
E(\sigma, \sigma)=\mu\left\{\int_{D}|\operatorname{curl} \mathbf{u}|^{2} d x+4|B| \lambda^{2}|\mathbf{g}|^{2}\right\} \tag{3.16}
\end{equation*}
$$

Moreover, we see from the conditions (2.3) that

$$
\begin{aligned}
& \oint_{B} \mathbf{n} \cdot[(\operatorname{curl} \mathbf{u}) \times(\mathbf{g} \times \mathbf{r})+p(\mathbf{g} \times \mathbf{r})] d S=\oint_{\dot{B}}\left[n_{i}\left(u_{i, j}-u_{j, i}\right)+p n_{j}\right] \epsilon_{j k l} g_{k} x_{l} d S \\
&=2 \oint_{\dot{B}} n_{i} u_{i, j} \epsilon_{j k l} g_{k} x_{l} d S=2 \oint_{\dot{B}}\left(n_{i} u_{i, j}-n_{j} \cdot u_{i, i}\right) \epsilon_{j k l} g_{k} x_{l} d S
\end{aligned}
$$

Since only tangential derivatives are involved in the integrand, we may replace $\mathbf{u}$ by its boundary value $\mathbf{U}+\lambda \mathbf{g} \times \mathbf{r}$. In this way we find that

$$
\begin{equation*}
\oint_{\dot{B}} \mathbf{n} \cdot[(\operatorname{curl} \mathbf{u}) \times(\mathbf{g} \times \mathbf{r})+p \mathbf{g} \times \mathbf{r}] d S=4|B \| \mathbf{g}|^{2} \lambda \tag{3.17}
\end{equation*}
$$

Thus if the volume $|B|$ is not zero, we can eliminate $\lambda$ from (3.16) to obtain $E(\sigma, \sigma)=\mu\left\{\int_{D}|\operatorname{curl} \mathbf{u}|^{2} d x+\frac{1}{4|B \| \mathbf{g}|^{2}}\left(\oint_{\dot{B}} \mathbf{n} \cdot[(\operatorname{curl} \mathbf{u}) \times(\mathbf{g} \times \mathbf{r})+p \mathbf{g} \times \mathbf{r}] d S\right)^{2}\right\}$.

Now let $\{\mathbf{w}, \Pi\}$ be a pair consisting of a vector field and a scalar field, and let $\{\mathbf{q}, \phi\}$ be another such pair. We define the positive semi-definite bilinear form

$$
\begin{array}{r}
\tilde{E}(\{\mathbf{w}, \Pi\},\{\mathbf{q}, \phi\}) \equiv \mu\left\{\int_{D} \mathbf{w} \cdot \mathbf{q} d x+\frac{1}{4\left|B \||\mathbf{g}|^{2}\right.}\right. \\
\oint_{\dot{B}} \mathbf{n} \cdot[\mathbf{w} \times(\mathbf{g} \times \mathbf{r})+\Pi \mathbf{g} \times \mathbf{r}] d S  \tag{3.19}\\
\left.\oint_{\dot{B}} \mathbf{n} \cdot[\mathbf{q} \times(\mathbf{g} \times \mathbf{r})+\phi \mathbf{g} \times \mathbf{r}] d S\right\}
\end{array}
$$

so that (3.18) becomes

$$
\tilde{E}(\{\operatorname{curl} \mathbf{u}, p\},\{\operatorname{curl} \mathbf{u}, p\})=E(\sigma, \sigma)=\frac{|m \mathbf{g}|^{2}}{\mu} t(\mathbf{g})
$$

We now choose an arbitrary pair $\{\mathbf{w}, \Pi\}$ which satisfies the conditions

$$
\left.\mu \oint_{\dot{B}} \begin{array}{c}
\operatorname{curl} \mathbf{w}+\operatorname{grad} \Pi=\mathbf{n}-\Pi \mathbf{n}) d S=m \mathbf{g},  \tag{3.20}\\
\mathbf{w} \rightarrow 0, \quad \Pi \rightarrow 0 \text { at } \infty .
\end{array}\right\}
$$

It is easily seen that

$$
\begin{aligned}
\int_{D} \mathbf{w} \cdot \operatorname{curl} \mathbf{u} d x & =\oint_{B} \mathbf{w} \cdot \mathbf{n} \times \mathbf{u} d S+\int_{D} \mathbf{u} \cdot \operatorname{curl} \mathbf{w} d x \\
& =\oint_{B}(\mathbf{w} \cdot \mathbf{n} \times \mathbf{u}-\Pi \mathbf{u} \cdot \mathbf{n}) d S \\
& =\frac{1}{\mu} \mathbf{U} \cdot m \mathbf{g}-\lambda \oint_{\dot{B}} \mathbf{n} \cdot[\mathbf{w} \times(\mathbf{g} \times \mathbf{r})+\Pi \mathbf{g} \times \mathbf{r}] d S .
\end{aligned}
$$

Therefore we see from the identity (3.17) that

$$
\tilde{E}(\{\mathbf{w}, \Pi\},\{\mathbf{u}, p\})=\mathbf{U} \cdot m \mathbf{g}=\tilde{E}(\{\mathbf{u}, p\},\{\mathbf{u}, p\}) .
$$

By the reasoning that was used to derive the inequality (3.15) we see that

$$
\begin{equation*}
\tilde{E}(\{\mathbf{u}, p\},\{\mathbf{u}, p\}) \leqslant \widetilde{E}(\{\mathbf{w}, \Pi\},(\mathbf{w}, \Pi\}) . \tag{3.21}
\end{equation*}
$$

We note that if $B^{\prime}$ is any bounded set containing $B$, then by the divergence theorem

$$
\oint_{\dot{B}}(\mathbf{w} \times \mathbf{n}-\Pi \mathbf{n}) d S=\oint_{\dot{B}^{\prime}}(\mathbf{w} \times \mathbf{n}-\Pi \mathbf{n}) d S,
$$

$$
\left.\begin{array}{rl}
\oint_{\dot{B}} \mathbf{n} \cdot[\mathbf{w} \times(\mathbf{g} \times \mathbf{r})+ & \Pi \mathbf{g} \times \mathbf{r}] d S  \tag{3.22}\\
& =\oint_{\dot{B}^{\prime}} \mathbf{n} \cdot[\mathbf{w} \times(\mathbf{g} \times \mathbf{r})+\Pi \mathbf{g} \times \mathbf{r}] d S-2 \int_{D_{-D^{\prime}}} \mathbf{g} \cdot \mathbf{w} d x .
\end{array}\right\}
$$

If $\dot{B}$ is not a smooth surface, we can find a smooth surface $\dot{B}^{\prime}$ in any neighbourhood of $B$ and define the boundary integrals which occur in (3.19) and (3.20) by means of these identities.

If the volume $|B|$ of $B$ is zero, we apply the inequality (3.21) to any $B^{\prime}$ with positive volume $\left|B^{\prime}\right|$ which contains a neighbourhood of $B$. We see by (3.22) that a pair $\{\mathbf{w}, \Pi\}$ which satisfies the conditions (3.20) for $B$ also satisfies them for $B^{\prime}$ and we see by (3.21) that

$$
\frac{|m \mathbf{g}|^{2}}{\mu} t^{\prime}(\mathbf{g}) \leqslant \mu\left\{\int_{D^{\prime}}|\mathbf{w}|^{2} d x+\frac{1}{4\left|B^{\prime}\right||\mathbf{g}|^{2}}\left[\oint_{\dot{B}^{\prime}} \mathbf{n} \cdot[\mathbf{w} \times(\mathbf{g} \times \mathbf{r})+\Pi \mathbf{g} \times \mathbf{r}] d S\right]^{2}\right\},
$$

where $t^{\prime}(\mathbf{g})$ is the terminal settling speed of $B^{\prime}$.
Now suppose that

$$
\begin{equation*}
\oint_{\dot{B}} \mathbf{n} \cdot[\mathbf{w} \times(\mathbf{g} \times \mathbf{r})+\Pi \mathbf{g} \times \mathbf{r}] d S=0, \tag{3.23}
\end{equation*}
$$

in the sense of the second identity in (3.22). It then follows from this identity and Schwarz's inequality that

$$
\begin{align*}
\frac{|m \mathbf{g}|^{2}}{\mu} t^{\prime}(\mathbf{g}) & \leqslant \mu\left\{\int_{D^{\prime}}|\mathbf{w}|^{2} d x+\frac{1}{|\mathbf{g}|^{2}} \int_{D-D^{\prime}}(\mathbf{w} \cdot \mathbf{g})^{2} d x\right\} \\
& \leqslant \mu \int_{D}|\mathbf{w}|^{2} d x \tag{3.24}
\end{align*}
$$

for any domain $D^{\prime}$ whose closure lies in $D$ and whose complement $B^{\prime}$ is bounded. It follows by the note after theorem 5 that

$$
\frac{|m \mathbf{g}|^{2}}{\mu} t(\mathbf{g})=E(\sigma, \sigma) \leqslant \mu \int_{D}|\mathbf{w}|^{2} d x .
$$

Finally, we observe that it is easily verified that the pair $\{\operatorname{curl} \mathbf{u}, p\}$ satisfies the conditions (3.20) and, if $|B|=0$, the condition (3.23). Thus we can again summarize our results as a minimum principle.

We define the pair $\{\mathbf{w}, \Pi\}$ to be admissible if it satisfies the conditions (3.20) and, if $|B|=0$, also satisfies (3.23). We define

$$
\begin{aligned}
& \tilde{E}(\{\mathbf{w}, \Pi\},\{\mathbf{w}, \Pi\}) \\
& \quad= \begin{cases}\mu\left\{\int_{D}|\mathbf{w}|^{2} d x+\frac{1}{4|B||\mathbf{g}|^{2}}\left[\oint_{\dot{B}} \mathbf{n} \cdot[\mathbf{w} \times(\mathbf{g} \times \mathbf{r})+\Pi \mathbf{g} \times \mathbf{r}] d S\right]^{2}\right\}, & |B| \neq 0 \\
\mu \int_{D}|\mathbf{w}|^{2} d x, & |B|=0\end{cases}
\end{aligned}
$$

Theorem 6. The pair $\{$ curl $\mathbf{u}, p\}$, where $\mathbf{u}$ and $p$ solve the boundary-value problem (2.1), (2.3), gives the minimum of the quadratic form $\tilde{E}(\{\mathbf{w}, \Pi\},\{\mathbf{w}, \Pi\})$ over all admissible pairs $\{\mathbf{w}, \Pi\}$. Moreover, the minimum value is equal to $|m \mathbf{g}|^{2} t(\mathbf{g}) / \mu$.

We note that although theorems 4 and 6 both provide upper bounds for the energy dissipation, one involves a tensor and the other a pair $\{\mathbf{w}, \Pi\}$. Moreover, while the tensor $\tau$ must satisfy three differential equations and two integral conditions in (3.2) and (3.14), the pair $\{\mathbf{w}, \Pi\}$ is subjected to three differential equations and a single integral condition in (3.20). Thus, it is easier to find admissible pairs for theorem 6 than to find admissible tensors $\tau$ for theorem 4.

As we shall see, theorem 7 (see §5) follows from theorem 6, but we have not been able to derive it from theorem 4.

## 4. Stability of steady fall

We wish to justify the name 'terminal settling speed' by showing that at least in some circumstances the quasi-steady falling motion of $B$ converges to a steady one. Brenner (1964) (see also Happel \& Brenner 1965, p. 173) has shown that the viscous force $\mathbf{F}$ and torque $\mathbf{L}$ due to the velocity satisfying (2.1) with the given boundary velocity

$$
\mathbf{u}=\mathbf{U}+\omega \times \mathbf{r} \quad \text { on } \quad \dot{B}
$$

can be expressed in the form

$$
\begin{equation*}
\mathbf{F}=\mu\left(\mathbf{K} \mathbf{U}+\mathbf{C}^{*} \boldsymbol{\omega}\right), \quad \mathbf{L}=\mu(\mathbf{C U}+\boldsymbol{\Omega} \boldsymbol{\omega}) \tag{4.1}
\end{equation*}
$$

where

$$
\left(\begin{array}{ll}
\mathbf{K} & \mathbf{C}^{*}  \tag{4.2}\\
\mathbf{C} & \boldsymbol{\Omega}
\end{array}\right)
$$

is a symmetric positive-definite $6 \times 6$ matrix. (Although Brenner only derived his result for smooth bodies, it can be extended to any bounded connected body with positive capacity by the techniques used in proving theorem 1.) The matrix (4.2) can be determined experimentally by measuring the force and torque when the body $B$ is rigidly suspended and subjected to slow translational and rotational flows in each of three orientations.

The equations of motion for the quasi-steady fall of $B$ can therefore be written in the form

$$
\left.\begin{array}{rl}
\mu\left(\mathbf{K} \mathbf{U}+\mathbf{C}^{*} \boldsymbol{\omega}\right) & =m \mathbf{g}  \tag{4.3}\\
\mu(\mathbf{C U}+\Omega \omega) & =m \mathbf{g} \times \mathbf{r}^{(c)}, \\
d \mathbf{g} / d t & =\boldsymbol{\omega} \times \mathbf{g}
\end{array}\right\}
$$

We solve the first two equations for $\omega$ and substitute in the third to obtain the equation

$$
\begin{equation*}
\mu d \mathbf{g} / d t=-m \mathbf{g} \times\left[\mathbf{\Omega}-\mathbf{C} \mathbf{K}^{-1} \mathbf{C}^{*}\right]^{-1}\left[\mathbf{g} \times \mathbf{r}^{(c)}-\mathbf{C K}^{-1} \mathbf{g}\right] . \tag{4.4}
\end{equation*}
$$

We now take a particular downward direction $\mathbf{g}_{0}$ and choose the origin so that it lies on the line (2.4) when $\boldsymbol{g}=\boldsymbol{g}_{0}$. Then there is a steady fall in the direction $\boldsymbol{g}_{0}$ provided that

$$
\begin{equation*}
\mathbf{r}^{(c)}=\alpha \mathbf{g}_{0} \tag{4.5}
\end{equation*}
$$

We wish to show that $\alpha$ can be chosen to make this motion stable.
By hypothesis, when $\boldsymbol{g}=g_{0}$ and $\mathbf{r}^{(c)}=\alpha \mathbf{g}_{0}$ the corresponding $\omega$ is $\lambda \mathbf{g}_{0}$. Hence we see from the first two equations of (4.3) that

$$
\begin{equation*}
-m / \mu\left[\boldsymbol{\Omega}-\mathbf{C K}^{-1} \mathbf{C}^{*}\right]^{-1} \mathbf{C K} \mathbf{K}^{-1} \mathbf{g}_{0}=\lambda \mathbf{g}_{0} \tag{4.6}
\end{equation*}
$$

(In fact, this is a necessary and sufficient condition for the existence of a steady flow in the direction $g_{0}$ when $\mathbf{r}^{(c)}=0$. Thus, theorem 2 follows from the fact that a real $3 \times 3$ matrix has at least one real eigenvalue.) $\dagger$

We see from the last equation in (4.3) that $|\mathbf{g}|^{2}$ is constant in time. Thus, $|g|^{2}=\left|g_{0}\right|^{2}$ and hence

$$
\left|g-g_{0}\right|^{2}=2\left(\left|g_{0}\right|^{2}-g \cdot g_{0}\right)
$$

$\dagger \mathrm{H}$. Brenner has been kind enough to send me an unpublished dissertation of his student A. V. Goldman (1966). In $\S \S 5$ and 6 of volume I, this dissertation presents a formulation of problem 2 which is equivalent to (4.6), as well as some stability considerations.

Therefore

$$
\begin{align*}
\frac{\mu}{2 m} \frac{d}{d t}\left|\mathbf{g}-\mathbf{g}_{0}\right|^{2} & =\mathbf{g}_{0} \cdot \mathbf{g} \times\left[\Omega-\mathbf{C K}^{-1} \mathbf{C}^{*}\right]^{-1}\left[\alpha \mathbf{g} \times \mathbf{g}_{0}-\mathbf{C K}^{-1} \mathbf{g}\right] \\
& =-\left(\mathbf{g} \times \mathbf{g}_{0}\right) \cdot\left[\Omega-\mathbf{C K}^{-1} \mathbf{C}^{*}\right]^{-1}\left[\alpha \mathbf{g} \times \mathbf{g}_{0}-\mathbf{C K} K^{-1}\left(\mathbf{g}-\frac{\mathbf{g} \cdot \dot{g}_{0}}{\left|\mathbf{g}_{0}\right|^{2}} \mathbf{g}_{0}\right)\right] \tag{4.7}
\end{align*}
$$

by (4.4)-(4.6). Because the $6 \times 6$ matrix (4.2) is positive-definite, the $3 \times 3$ matrix $\boldsymbol{\Omega}-\mathbf{C K}^{-1} \mathbf{C}^{*}$ is also positive-definite. Therefore there is a positive constant $\gamma$ such that

$$
\begin{gather*}
\left(\mathbf{g} \times \mathbf{g}_{0}\right) \cdot\left[\Omega-\mathbf{C K}^{-1} \mathbf{C}^{*}\right]^{-1}\left(\mathbf{g} \times \mathbf{g}_{0}\right) \geqslant \gamma\left|\mathbf{g} \times \mathbf{g}_{0}\right|^{2} .  \tag{4.8}\\
\mathbf{g}-\frac{\mathbf{g} \cdot \mathbf{g}_{0}}{\left|\mathbf{g}_{0}\right|^{2}}=\frac{1}{\left|g_{0}\right|^{2}} \mathbf{g}_{0} \times\left(\mathbf{g} \times \mathbf{g}_{0}\right),
\end{gather*}
$$

Also, since
there is a constant $\delta$ such that

$$
\begin{equation*}
\left|\left(\underline{g} \times \mathbf{g}_{0}\right) \cdot\left[\Omega-\mathbf{C K}^{-1} \mathbf{C}^{*}\right]^{-1} \mathbf{C K} \mathbf{K}^{-1}\left[\underline{g}-\frac{\mathbf{g} \cdot \mathbf{g}_{0}}{\left|\mathbf{g}_{0}\right|^{2}}\right]\right| \leqslant \frac{\delta}{\left|\mathbf{g}_{0}\right|}\left|\dot{g} \times \mathbf{g}_{0}\right|^{2} . \tag{4.9}
\end{equation*}
$$

Thus we find that

$$
\begin{equation*}
\frac{\mu}{2 m} \frac{d}{d t}\left|\mathbf{g}-\mathbf{g}_{0}\right|^{2} \leqslant-\left(\alpha \gamma-\frac{\delta}{\left|\mathbf{g}_{0}\right|}\right)\left|\mathbf{g} \times \mathrm{g}_{0}\right|^{2} . \tag{4.10}
\end{equation*}
$$

Finally we observe that
so that

$$
\frac{d}{d t}\left|\mathbf{g}-\mathbf{g}_{0}\right|^{2} \leqslant-\frac{2 m}{\mu}\left(\alpha \gamma-\frac{\delta}{\left|\mathbf{g}_{0}\right|}\right)\left|\mathbf{g}-\mathbf{g}_{0}\right|^{2}\left[\left|\mathbf{g}_{0}\right|^{2}-\frac{1}{4}\left|\mathbf{g}-\mathbf{g}_{0}\right|^{2}\right]
$$

It is then easily seen that if

$$
\alpha\left|\mathbf{g}_{0}\right|>\delta / \gamma
$$

g converges to $\mathrm{g}_{0}$ exponentially unless $\mathbf{g}=-\mathrm{g}_{0}$ initially. Thus, for sufficiently large $\alpha$ (that is, when the centre of mass is sufficiently low) the steady motion with $\mathbf{g}=\mathrm{g}_{0}$ is the limit of all falling motions except for the unstable motion with $\mathbf{g}=-\mathbf{g}_{0}$. Similarly, we see that for $\alpha$ sufficiently negative, the motion $\mathbf{g}=\mathbf{g}_{0}$ is unstable and the motion $g=-g_{0}$ is stable. It appears likely that for most bodies there is an intermediate region of $\alpha$ where neither motion is stable.

If the coupling matrix $\mathbf{C}=0$, then $\delta=0$ and so the motion in the $g_{0}$ direction is stable for $\alpha<0$, while the motion in the $-g_{0}$ direction is stable for $\alpha>0$. Following Brenner (1964), we call a body $B$ a non-skew body if a proper choice of origin (the centre of stress) makes $\mathbf{C}=0$.

In terms of the matrix (4.2) the steady-fall problem (2.1), (2.3) becomes

$$
\left.\begin{array}{l}
\mu[\mathbf{K} \mathbf{U}+\lambda \mathbf{C} * \mathbf{g}]=m \mathbf{g},  \tag{4.11}\\
\mathbf{g} \cdot[\mathbf{C U}+\lambda \boldsymbol{\Omega} \mathbf{g}]=0 .
\end{array}\right\}
$$

It follows from these equations and the definition (2.7) that
and

$$
\begin{gather*}
\lambda=-\frac{m}{\mu} \frac{\mathbf{g} \cdot \mathbf{C K} \mathbf{K}^{-1} \mathbf{g}}{\mathbf{g} \cdot\left[\mathbf{\Omega}-\mathbf{C K}^{-1} \mathbf{C}^{*}\right] \mathbf{g}}  \tag{4.12}\\
t(\mathbf{g})=\frac{1}{|\mathbf{g}|^{2}}\left\{\mathbf{g} \cdot \mathbf{K}^{-1} \mathbf{g}+\frac{\left(\mathbf{g} \cdot \mathbf{C K} \mathbf{K}^{-1} \mathbf{g}\right)^{2}}{\mathbf{g} \cdot\left[\mathbf{\Omega}-\mathbf{C K}^{-1} \mathbf{C}^{*}\right] \mathbf{g}}\right\} . \tag{4.13}
\end{gather*}
$$

These expressions are independent of the choice of the origin. Brenner (1964) (see also Happel \& Brenner 1965, p. 174) has shown that for a suitable choice of the origin (the centre of reaction) $\mathbf{C}$ is symmetric. Since $\mathbf{K}$ is positive-definite and symmetric, $\mathbf{C}$ and $\mathbf{K}$ are then both diagonal in some (skew) co-ordinate system. In this way we see that a body $B$ has a steady fall without spin $(\lambda=0)$ in any direction if and only if it is non-skew ( $\mathbf{C}=0$ when the origin is at the centre of reaction).

If $\mathbf{g}$ lies along a principal axis of $\mathbf{K}$, the drag coefficient evaluated by solving the problem (2.1) with $\mathbf{u}=\mathbf{g}$ on $\dot{B}$ is equal to $|\mathbf{g}|^{2} /\left(\mathbf{g} \cdot \mathbf{K}^{-1} \mathbf{g}\right)$. Thus we see from (4.13) that if the body is non-skew and $g$ lies along a principal axis of $K$, then $t(\mathbf{g})$ is the reciprocal of the drag coefficient so determined. If the body is not nonskew, $t(\mathbf{g})$ will, in general, be larger than this reciprocal. Brenner (1964) (see also, Happel \& Brenner 1965, pp. 187-188) has shown that $B$ is non-skew if it is either axially symmetric or orthotropic. We wish to show that the latter class can be extended.

Let $B$ be symmetric about the origin in the sense that it is invariant under the transformation $\left(x_{1}, x_{2}, x_{3}\right) \rightarrow\left(-x_{1},-x_{2},-x_{3}\right)$. It then follows from the uniqueness of the solution of the problem (2.1), (2.3) that

$$
\mathbf{u}\left(-x_{1},-x_{2},-x_{3}\right)=\mathbf{u}\left(x_{1}, x_{2}, x_{3}\right)
$$

Since $\mathbf{g} \times \mathbf{r}$ is an odd function of $\mathbf{r}, \lambda=0$ for any $\mathbf{g}$, so that $B$ is non-skew. Thus any $B$ which is symmetric about a point is non-skew. Clearly an orthotropic body (that is, a body which is symmetric about each of three orthogonal planes) is symmetric about a point.

## 5. An isoperimetric inequality between terminal speeds and capacity

We shall now prove the following result.
Theorem 7. For any body $B$ and any three mutually perpendicular directions $\mathbf{i}, \mathbf{j}$ and $\mathbf{k}$ the inequality

$$
\begin{equation*}
t(\mathbf{i})+t(\mathbf{j})+t(\mathbf{k}) \leqslant 1 / 2 \pi C \tag{5.1}
\end{equation*}
$$

holds.
Proof. Let $h$ be the capacitary potential defined in (2.10). For a given vector $g$ we define the vector field

$$
\mathbf{w}=(-m / 4 \pi C \mu) \mathbf{g} \times \operatorname{grad} h
$$

and the scalar function

$$
\Pi=(-m / 4 \pi C \mu) \mathbf{g} \cdot \operatorname{grad} h
$$

This pair satisfies the equation

$$
\operatorname{curl} \mathbf{w}+\operatorname{grad} \Pi=0 .
$$

Moreover,

$$
\begin{aligned}
\mu \oint_{\dot{B}}[\mathbf{w} \times \mathbf{n}-\Pi \mathbf{n}]_{i} d S & =-\frac{m}{4 \pi C} \oint_{\dot{B}}\left\{\left(g_{k} h_{, i}-g_{i} h_{, k}\right) n_{k}-g_{k} h_{, k} n_{i}\right\} d S \\
& =\frac{m}{4 \pi C} g_{i} \oint_{\dot{B}} \frac{\partial h}{\partial n} d S=m g_{i} .
\end{aligned}
$$

(We have used the fact that $h=1$ on $\dot{B}$, so that $\partial h / \partial x_{i}=n_{i} \partial h / \partial n$.) Thus the pair $\{\mathbf{w}, \Pi\}$ satisfies the conditions (3.20). In addition,

$$
\begin{aligned}
& \oint_{\dot{B}} \mathbf{n} \cdot[\mathbf{w} \times(\mathbf{g} \times \mathbf{r})+\Pi(\mathbf{g} \times \mathbf{r})] d S \\
&=-\frac{m}{4 \pi C \mu} \oint_{\dot{B}} \frac{\partial h}{\partial n}[\mathbf{n} \cdot \mathbf{g r} \cdot \mathbf{g} \times \mathbf{n}+\mathbf{g} \cdot \mathbf{n} \mathbf{n} \cdot \mathbf{g} \times \mathbf{r}] d s=0
\end{aligned}
$$

so that the condition (3.23) is satisfied. Also,

$$
\begin{equation*}
\tilde{E}(\{\mathbf{w}, \Pi\},\{\mathbf{w}, \Pi)\}=\frac{m^{2}}{(4 \pi C)^{2} \mu} \int_{D}|\mathbf{g} \times \operatorname{grad} h|^{2} d x \tag{5.2}
\end{equation*}
$$

We now observe that for any three mutually orthogonal unit vectors $\mathbf{i}, \mathbf{j}$ and $\mathbf{k}$

$$
\begin{equation*}
|\mathbf{i} \times \operatorname{grad} h|^{2}+|\mathbf{j} \times \operatorname{grad} h|^{2}+|\mathbf{k} \times \operatorname{grad} h|^{2}=2|\operatorname{grad} h|^{2} . \tag{5.3}
\end{equation*}
$$

We see from (5.2) and theorem 6 that

$$
m^{2} t(\mathbf{i}) \leqslant \frac{m^{2}}{(4 \pi C)^{2}} \int_{D}|\mathbf{i} \times \operatorname{grad} h|^{2} d x
$$

with similar inequalities for $\mathbf{j}$ and $\mathbf{k}$. If we add these three inequalities and use (5.3) and (2.9) we see that the inequality (5.1) is valid. Thus our theorem is proved.

It is interesting to observe that for any ellipsoid our function $\mathbf{w}$ is exactly the curl of the known velocity field. It follows that equality holds in (5.1) for all ellipsoids. Thus the inequality (5.1) is an isoperimetric one: of all bodies of given capacity the ellipsoids have the largest average terminal settling speed. Since equality holds in (5.1) for all ellipsoids, the right-hand side can be expected to be a good approximation to the left, at least for convex bodies.

Various inequalities are known for the capacity. The best-known one is the isoperimetric inequality of Poincaré, Faber and Szegö (see Polya \& Szegö 1951)

$$
C \geqslant\left(\frac{3|B|}{4 \pi}\right)^{\frac{1}{3}}
$$

where $|B|$ is the volume of $B$. If we combine this inequality with (5.1) we find that

$$
\begin{equation*}
t(i)+t(j)+t(k) \leqslant\left(6 \pi^{2}|B|\right)^{-\frac{1}{3}} \tag{5.4}
\end{equation*}
$$

This is again an isoperimetric inequality: of all bodies of given volume the sphere has the largest average terminal settling speed.

We note that this average speed is for a given weight. If the net mass density $\rho$ is prescribed, the average terminal speed $\frac{1}{3}[s(m, \mathbf{i})+s(m, \mathbf{j})+s(m, \mathbf{k})]$ is

$$
\frac{1}{3} \rho|\mathbf{g}|^{2}|B|[t(\mathbf{i})+t(\mathbf{j})+t(\mathbf{k})] / \mu
$$

and is therefore bounded by a constant times $|B|^{\frac{?}{3}}$. In particular, we see that for a body of fixed density the terminal speed approaches zero as the volume approaches zero.

## 6. A bound for the ratio of terminal speeds of an axially symmetric body

We consider an axially symmetric body $B$ and orient the $z$ axis along the axis of symmetry. When $B$ is allowed to fall with its axis vertical, the resulting flow is clearly axially symmetric. It follows from the divergence condition that the velocity field can be represented in terms of a stream function $\dagger \phi(r, z)$ by means of the relations

$$
\begin{equation*}
\mathbf{u}=\operatorname{curl}[(-y \mathbf{i}+x \mathbf{j}) \phi], \tag{6.1}
\end{equation*}
$$

where $\mathbf{i}$ and $\mathbf{j}$ are unit vectors in the $x$ and $y$ directions, respectively. Since $B$ is non-skew and the $z$ direction lies along a principal axis, $\mathbf{u}$ must be equal to $t(\mathbf{k}) \mathbf{k}$ on the boundary, provided that we make the weight $m|\mathbf{g}|=\mu$. It follows that

$$
\begin{array}{rlll}
\phi=\frac{1}{2} t(k), & \operatorname{grad} \phi=0 & \text { on } & \dot{B},  \tag{6.2}\\
\phi \rightarrow 0 & \text { at } & \infty .
\end{array}
$$

Moreover, $\phi$ is a solution of the differential equation

$$
\begin{equation*}
\Delta_{5}^{2} \phi=0, \tag{6.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta_{5} \equiv \frac{\partial^{2}}{\partial r^{2}}+\frac{3}{r} \frac{\partial}{\partial r}+\frac{\partial^{2}}{\partial z^{2}} \tag{6.4}
\end{equation*}
$$

is the Laplace operator for an axially symmetric function in a five-dimensional space (see Weinstein 1953).

From (3.6) and (3.10) we see that

$$
\begin{equation*}
t(\mathbf{k})=\iiint_{D}\left(\Delta_{5} \phi\right)^{2} r^{3} d r d z d \theta \tag{6.5}
\end{equation*}
$$

We now construct a trial function for the flow corresponding to fall in the $x$ direction. We let

$$
\mathbf{v}=\operatorname{curl}(y \mathbf{k} \phi),
$$

which satisfies the conditions (3.4) with $\mathbf{V}=\frac{1}{2} t(\mathbf{k}) \mathbf{i}, \gamma=0$. It follows from theorem 1 that

$$
\begin{equation*}
t(\mathbf{i}) \geqslant \frac{\left[\frac{1}{2} t(\mathbf{k})\right]^{2}}{\int_{D}|\operatorname{curl} \operatorname{curl}(y \mathbf{k} \phi)|^{2} d x} . \tag{6.6}
\end{equation*}
$$

Now

$$
\begin{align*}
& \int_{D}|\operatorname{curl} \operatorname{curl}(y \mathbf{k} \phi)|^{2} d x=\iiint\left|-\Delta(y \phi) \mathbf{k}+\operatorname{grad}\left(y \frac{\partial \phi}{\partial z}\right)\right|^{2} r d r d z d \theta \\
& \quad=\iiint\left\{\left[-\Delta_{5} \phi+\frac{\partial^{2} \phi}{\partial z^{2}}\right]^{2} y^{2}+\left[\frac{\partial^{2} \phi}{\partial r \partial z}+\frac{1}{r} \frac{\partial \phi}{\partial z}\right]^{2} y^{2}+\frac{1}{r^{2}}\left(\frac{\partial \phi}{\partial z}\right)^{2} x^{2}\right\} r d r d z d \theta \\
& \left.\quad=\pi \iint\left\{\left[\frac{\partial^{2} \phi}{\partial r^{2}}+\frac{3}{r} \frac{\partial \phi}{\partial r}\right]^{2} r^{3}+\left(\frac{\partial^{2} \phi}{\partial r}\right)^{2}\right)^{2}+\frac{\partial}{\partial r}\left[r^{2}\left(\frac{\partial \phi}{\partial z}\right)^{2}\right]\right\} d r d z \\
& \quad=\pi \iint\left\{\left[\frac{\partial^{2} \phi}{\partial r^{2}}+\frac{3}{r} \frac{\partial \phi}{\partial r}\right]^{2}+\left[\frac{\partial^{2} \phi}{\partial r \partial z}\right]^{2}\right\} r^{3} d r d z . \tag{6.7}
\end{align*}
$$

$$
\dagger \text { We have defined } \phi \text { to be } r^{-2} \text { times the usual stream function. }
$$

Integration by parts shows that

$$
\iiint\left(\Delta_{5} \phi\right)^{2} r^{3} d r d z d \theta=2 \pi \iint\left\{\left[\frac{\partial^{2} \phi}{\partial r^{2}}+\frac{3}{r} \frac{\partial \phi}{\partial r}\right]^{2}+2\left[\frac{\partial^{2} \phi}{\partial r \partial z}\right]^{2}+\left[\frac{\partial^{2} \phi}{\partial z^{2}}\right]^{2}\right\} r^{3} d r d z
$$

Thus we see from (6.5) and (6.7) that

$$
\int_{D}|\operatorname{curl} \operatorname{curl}(y \mathbf{k} \phi)|^{2} d x<\frac{1}{2} t(\mathbf{k}) .
$$

(Equality cannot hold since $\phi$ must vanish at infinity.) Hence by (6.6)

$$
t(\mathbf{i})>\frac{1}{2} t(\mathbf{k}) .
$$

We have proved the following result:
Theorem 8. For an axially symmetric body the terminal settling speed in the axial direction is less than twice the terminal settling speed in a direction perpendicular to the axis.

## 7. Bounds for the terminal speeds of a slender body

We now suppose that $B$ is convex. Let the diameter of $B$ be $2 l$ and suppose that $B$ is inscribed in a right circular cylinder of height $2 l$ and radius $\epsilon l$. If $\epsilon$ is small, we say that $B$ is slender. We shall find bounds for the terminal speeds of $B$ by means of theorem 5 . We choose a cylindrical co-ordinate system with its origin at the centre of the cylinder and its $z$ axis along the axis of the cylinder.

We observe that the ellipsoid of revolution

$$
\begin{equation*}
r^{2} / a^{2}+z^{2} / c^{2} \leqslant 1 \tag{7.1}
\end{equation*}
$$

contains the cylinder and hence also contains $B$, provided

$$
\begin{equation*}
\epsilon^{2} / a^{2}+1 / c^{2}=1 / l^{2} \tag{7.2}
\end{equation*}
$$

The ellipsoid is symmetric about the origin and hence $\lambda=0$ for its steady falling motions. The solution of these flows is known explicitly (Oberbeck 1876; Lamb 1932, pp. 604-655; Happel \& Brenner 1965, pp. 220-224). Therefore, if $k$ is a vector along the axis of the cylinder and $\mathbf{i}$ is any vector perpendicular to $\mathbf{k}$, theorem 5 yields the lower bounds

$$
\left.\begin{array}{l}
t(\mathbf{k}) \geqslant \frac{\psi}{8 \pi l\left(\psi^{2}+\epsilon^{2}\right)^{\frac{1}{2}}}\left[\frac{\left(2-\psi^{2}\right)}{\left(1-\psi^{2}\right)^{\frac{3}{2}}} \log \frac{1+\left(1-\psi^{2}\right)^{\frac{1}{2}}}{\psi}-\frac{1}{1-\psi^{2}}\right], \\
t(\mathbf{i}) \geqslant \frac{\psi}{16 \pi l\left(\psi^{2}+\epsilon^{2}\right)^{\frac{1}{2}}}\left[\frac{2-3 \psi^{2}}{\left(1-\psi^{2}\right)^{\frac{3}{2}}} \log \frac{1+\left(1-\psi^{2}\right)^{\frac{1}{2}}}{\psi}-\frac{1}{1-\psi^{2}}\right], \tag{7.3}
\end{array}\right\}
$$

where we have defined $\psi=a / c$ and used the fact that by (7.2)

$$
c=l\left(\psi^{2}+\epsilon^{2}\right)^{\frac{1}{2}} / \psi
$$

These lower bounds hold for any positive value of $\psi$, and may be maximized with respect to $\psi$. For small $\epsilon$ we shall use the value $\psi=\epsilon[\log (1 / \epsilon)]^{\frac{1}{2}}$, which is near the maximum.

The above lower bounds hold whether $B$ is convex or not. We now use the convexity of $B$ to establish upper bounds. Since $B$ is inscribed in the cylinder it is not difficult to see that it must contain the vertices of a triangle whose base is a line of length $2 l$ in the $z$ direction and whose altitude is at least $\epsilon l$. Since $B$ is convex, it contains this triangle. We introduce a rectangular co-ordinate system with the $y$ axis perpendicular to the triangle, the $x$ axis pointing into the triangle and the $z$ axis along its base. It is easily seen that the triangle contains the symmetric triangle $\frac{1}{2} \epsilon|z| \leqslant \frac{1}{2} \epsilon l-x, x \geqslant 0, y=0$. This triangle, in turn, contains the ellipse

$$
\begin{gather*}
(x-\bar{a})^{2} / \bar{a}^{2}+z^{2} / \bar{c}^{2} \leqslant 1, \quad y=0  \tag{7.4}\\
4 \bar{a} / \epsilon+\bar{c}^{2} / l=l . \tag{7.5}
\end{gather*}
$$

provided that
The solution of the flow problem for the flat ellipse is again known, since it is just an ellipsoid with one of its axes of zero length. Thus theorem 5 yields

$$
\left.\begin{array}{l}
t(\mathbf{k}) \leqslant \frac{\left(4 \bar{\psi}^{2}+\epsilon^{2}\right)^{\frac{1}{2}}+2 \bar{\psi}}{8 \pi \epsilon l\left(1-\bar{\psi}^{2}\right)}\left\{\left(2-\bar{\psi}^{2}\right) K\left(\left(1-\bar{\psi}^{2}\right)^{\frac{1}{2}}\right)-E\left(\left(1-\bar{\psi}^{2}\right)^{\frac{1}{2}}\right)\right\},  \tag{7.6}\\
t(\mathbf{i}) \leqslant \frac{\left(4 \bar{\psi}^{2}+\epsilon^{2}\right)^{\frac{1}{2}}+2 \bar{\psi}}{8 \pi \epsilon l\left(1-\bar{\psi}^{2}\right)}\left\{\left(1-2 \bar{\psi}^{2}\right) K\left(\left(1-\bar{\psi}^{2}\right)^{\frac{1}{2}}\right)+E\left(\left(1-\bar{\psi}^{2}\right)^{\frac{1}{2}}\right)\right\},
\end{array}\right\}
$$

where $K$ and $E$ are the complete elliptic integrals of the first and second kinds, respectively (see Jahnke \& Emde 1945, p. 73), and we have defined

$$
\bar{\psi}=\bar{a} / \bar{c}=\frac{1}{4} \epsilon(l / \bar{c}-\bar{c} / l) .
$$

The direction $\mathbf{k}$ is again along the axis of the circumscribed cylinder and $\mathbf{i}$ is any direction normal to $\mathbf{k}$. We have taken for the upper bound the largest of the terminal speeds of the ellipse in directions perpendicular to $\mathbf{k}$, which occurs when g lies in the plane of the ellipse.

We can use the identities (see Gröbner \& Hofreiter 1966, pp. 39-40)

$$
\begin{gathered}
K\left(\left(1-\bar{\psi}^{2} \frac{1}{\frac{1}{2}}\right)=\frac{2}{\pi} K(\bar{\psi}) \log \frac{4}{\bar{\psi}}-\sum_{\nu=1}^{\infty} c_{\nu} \bar{\psi}^{2 \nu},\right. \\
K(\bar{\psi})=\frac{1}{2} \pi \sum_{\nu=0}^{\infty} \frac{\left(\frac{1}{2} ; 1 ; \nu\right)^{2}}{\nu!^{2}} \bar{\psi}^{2 \nu}, \\
E\left(\left(1-\bar{\psi}^{2}\right)^{\frac{1}{2}}\right)=\left(\log \frac{4}{\bar{\psi}}\right) \sum_{\nu=1}^{\infty} \frac{\left(\frac{1}{2} ; 1 ; \nu-1\right)\left(\frac{1}{2} ; 1 ; \nu\right)}{(\nu-1)!\nu!} \bar{\psi}^{2 \nu}+1-\frac{1}{4} \bar{\psi}^{2} \\
-\sum_{\nu=2}^{\infty}\left(\frac{2}{1.2}+\frac{2}{3.4}+\ldots+\frac{2}{(2 \nu-3)(2 \nu-2)}+\frac{1}{(2 \nu-1) 2 \nu}\right) \frac{\left(\frac{1}{2} ; 1 ; \nu-1\right)\left(\frac{1}{2} ; 1 ; \nu\right)}{(\nu-1)!\nu!} \bar{\psi}^{2 \nu}
\end{gathered}
$$

to compute these bounds. As in the case of the lower bounds, we obtain an upper bound for each positive $\bar{\psi}$ and we may find the best bound by minimizing with respect to $\bar{\psi}$. When $\epsilon$ is small, we use the approximate location

$$
\bar{\psi}=\epsilon /[2 \log (1 / \epsilon)]
$$

of the minimum.

If we make this choice of $\bar{\psi}$ and use $\psi=\epsilon(\log 1 / \epsilon)^{\frac{1}{2}}$ in the lower bounds (7.3), we find that for small $\epsilon$

$$
\left.\begin{array}{rl}
\frac{1}{4 \pi l} \log \frac{1}{\epsilon}-O\left(\log \log \frac{1}{\epsilon}\right) & \leqslant t(\mathbf{k}) \\
& \leqslant \frac{1}{4 \pi l} \log \frac{1}{\epsilon}+O\left(\log \log \frac{1}{\epsilon}\right)  \tag{7.7}\\
\frac{1}{8 \pi l} \log \frac{1}{\epsilon}-O\left(\log \log \frac{1}{\epsilon}\right) & \leqslant t(\mathbf{i}) \\
& \leqslant \frac{1}{8 \pi l} \log \frac{1}{\epsilon}+O\left(\log \log \frac{1}{\epsilon}\right)
\end{array}\right\}
$$

Thus we find that $\quad t(\mathbf{k})-\frac{1}{4 \pi l} \log \frac{1}{\epsilon}=O\left(\log \log \frac{1}{\epsilon}\right)$,

$$
\begin{equation*}
t(\mathbf{i})-\frac{1}{8 \pi l} \log \frac{1}{\epsilon}=O\left(\log \log \frac{1}{\epsilon}\right), \tag{7.8}
\end{equation*}
$$

and hence that

$$
\begin{equation*}
\frac{t(\mathbf{k})}{t(\mathbf{i})}-2=O\left(\frac{\log \log (1 / \epsilon)}{\log (1 / \epsilon)}\right) . \tag{7.9}
\end{equation*}
$$

The last statement proves the Taylor conjecture for an arbitrary convex slender body.

We summarize our results in the following theorem.
Theorem 9 . Let $B$ be a convex body with diameter $2 l$ which can be inscribed in a circular cylinder of height $2 l$ and radius $2 l \epsilon$. Let $t(\mathbf{k})$ be the terminal settling speed of $B$ in the direction of the axis of the cylinder and let $t(\mathbf{i})$ be its terminal settling speed in any direction perpendicular to the axis. Then the lower and upper bounds (7.3) and (7.6) hold for any positive values of $\psi$ and $\bar{\psi}$. In particular, for $\epsilon$ small (7.8) and (7.9) hold, the right-hand sides being known explicit functions of $\epsilon$. The ratio $t(\mathbf{k}) / t(\mathbf{i})$ approaches two as $\epsilon$ approaches zero.

We observe that we have used the convexity of $B$ only to prove that there is an ellipse inside $B$ with its major axis near $l$ and its minor axis of order $\epsilon / \log (1 / \epsilon)$. The convexity condition can be replaced by the hypothesis that there is such an ellipse inside $B$.

Better bounds can, of course, be obtained under stronger hypotheses on $B$. If $B$ is axially symmetric as well as convex, it must contain the ellipsoid of revolution
when

$$
r^{2} / \bar{a}^{2}+z^{2} / \bar{c}^{2} \leqslant 1
$$

Since this ellipsoid contains the ellipse (7.4), its terminal speeds give better upper bounds than (7.6). However, the order of the error terms on the right is not reduced.

Still better bounds can be obtained by making stronger hypotheses about $B$. If we assume with Tillett (1970) that $\dot{B}$ is an axially symmetric surface with the equation

$$
r=\epsilon R(z) \quad(-l \leqslant z \leqslant l)
$$

where $R$ is continuous and positive for $-l<z<l$, that the ends are rounded in the sense that $R(-l)=R(l)=0$ and that near $z= \pm l$ the body has bounded positive curvature, it is easy to see that there are positive constants $\eta_{1}$ and $\eta_{2}$ such that $B$ contains the ellipsoid

$$
r^{2} / \varepsilon^{2} \eta_{1}^{2} l^{2}+z^{2} / l^{2} \leqslant 1
$$

and is contained in the ellipsoid

$$
r^{2} / \epsilon^{2} \eta_{2}^{2} l^{2}+z^{2} / l^{2} \leqslant 1 .
$$

Thus by theorem 5 we obtain the bounds

$$
\begin{aligned}
\frac{1}{8 \pi l}\left[\frac{2-\epsilon^{2} \eta_{2}^{2}}{\left(1-\epsilon^{2} \eta_{2}^{2}\right)^{\frac{3}{2}}} \log \frac{1+\left(1-\epsilon^{2} \eta_{2}^{2}\right)^{\frac{1}{2}}}{\epsilon \eta_{2}}\right. & \left.-\frac{1}{1-\epsilon^{2} \eta_{2}^{2}}\right]
\end{aligned} \leqslant t(\mathbf{k}), ~ \begin{aligned}
& \leqslant \frac{1}{8 \pi l}\left[\frac{2-\epsilon^{2} \eta_{1}^{2}}{\left(1-\epsilon^{2} \eta_{1}^{2}\right)^{\frac{3}{2}}} \log \frac{1+\left(1-\epsilon^{2} \eta_{1}^{2}\right)^{\frac{1}{2}}}{\epsilon \eta_{1}}-\frac{1}{1-\epsilon^{2} \eta_{1}^{2}}\right], \\
\frac{1}{16 \pi l}\left[\frac{2-3 \epsilon^{2} \eta_{2}^{2}}{\left(1-\epsilon^{2} \eta_{2}^{2}\right)^{\frac{3}{2}}} \log \frac{1+\left(1-\epsilon^{2} \eta_{2}^{2} \frac{1}{2}\right.}{\epsilon \eta_{2}}\right. & \left.-\frac{1}{1-\epsilon^{2} \eta_{2}^{2}}\right] \leqslant t(\mathbf{i}) \\
& \leqslant \frac{1}{16 \pi l}\left[\frac{2-3 \epsilon^{2} \eta_{1}^{2}}{\left(1-\epsilon^{2} \eta_{1}^{2}\right)^{\frac{3}{2}}} \log \frac{1+\left(1-\epsilon^{2} \eta_{1}^{2}\right)^{\frac{1}{2}}}{\epsilon \eta_{1}}-\frac{1}{1-\epsilon^{2} \eta_{1}^{2}}\right] .
\end{aligned}
$$

For small $\epsilon$ we then see that

$$
\left.\begin{array}{rl}
t(\mathbf{k})-\frac{1}{4 \pi l} \log \frac{1}{\epsilon} & =O(\mathbf{l}),  \tag{7.10}\\
t(\mathbf{i})-\frac{1}{8 \pi l} \log \frac{1}{\epsilon} & =O(\mathbf{1}),
\end{array}\right\}
$$

and hence

$$
0<2-\frac{t(\mathbf{k})}{t(\mathbf{i})}=O\left(\frac{1}{\log (1 / \epsilon)}\right) .
$$

Since $B$ is axially symmetric, the $\mathbf{k}$ and $\mathbf{i}$ directions lie along principal axes of the matrix $\mathbf{K}$. Thus $t(\mathbf{k})$ and $t(\mathbf{i})$ are the reciprocals of the eigenvalues of $\mathbf{K}$. Since these eigenvalues are the drag coefficients for flows in the $\mathbf{k}$ and $\mathbf{i}$ directions respectively, the formulae (7.10) verify the first term of the expansions obtained by means of slender-body theory (Batchelor 1970; Burgers 1938; Cox 1970; Taylor 1969; Tillett 1970; Tuck 1964, 1970).

The fact that the approximate relation $t(\mathbf{k}) / t(\mathbf{i}) \cong 2$ requires more than just the slenderness of $B$ can be seen from the following example. Let $B$ consist of the union of a sphere of radius $\epsilon$ centred at the origin and the ellipsoid of revolution whose equation in cylindrical co-ordinates is

$$
\begin{equation*}
\frac{r^{2}}{\sinh ^{2} \delta}+\frac{z^{2}}{\cosh ^{2} \delta} \leqslant 1 \tag{7.11}
\end{equation*}
$$

The constant $\delta$ will be so small that $\sinh \delta<\epsilon$.
The length of $B$ is thus $\cosh \delta$, which is greater than 1 , while its width is $\epsilon$, so that its aspect ratio is less than $\epsilon$. We shall show that if $\delta$ is chosen so small that $\delta^{\epsilon}$ approaches zero as $\epsilon \rightarrow 0$, then the ratio $t(\mathbf{k}) / t(\mathbf{i})$ approaches one rather than two as $\epsilon$ approaches zero.

The terminal speed $\tilde{t}$ of a ball of radius $\epsilon$ is known to be $1 / 6 \pi \epsilon$ for all $\mathbf{g}$. By theorem $5, t(\mathbf{k}) \leqslant \tilde{t}$. In order to find a lower bound for $t(\mathbf{k})$, we must construct a vector field $\mathbf{v}$ which is admissible in theorem 1 . The solution $\mathbf{u}$ for the fall of the ball alone in the $z$ direction is known explicitly and can be written in the form (6.1):

$$
\begin{equation*}
\mathbf{u}=\operatorname{curl}[(-y \mathbf{i}+x \mathbf{j}) \phi], \tag{7.12}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi=\frac{1}{24 \pi \epsilon}\left[3 \epsilon\left(r^{2}+z^{2}\right)^{-\frac{1}{2}}-\epsilon^{3}\left(r^{2}+z^{2}\right)^{-\frac{3}{2}}\right] . \tag{7.13}
\end{equation*}
$$

In order to obtain a velocity field which is admissible in theorem 1 for the body $B$, we need to replace $\phi$ by a function $\tilde{\phi}$ which is constant on all of $\dot{B}$ and whose gradient is zero on $\dot{B}$. We replace the co-ordinates ( $z, r$ ) by the bipolar co-ordinates ( $\xi, \eta$ ) which are defined implicitly by the conformal mapping
or

$$
z+i r=\sin (\xi+i \eta)
$$

$$
z=\sin \xi \cosh \eta, \quad r=\cos \xi \sinh \eta
$$

The angular variable $\theta$ is retained in the new co-ordinates. The set $\eta=$ constant gives the ellipsoid

$$
z^{2} / \cosh ^{2} \eta+r^{2} / \sinh ^{2} \eta=1
$$

with minor axis $\sinh \eta$ and foci at $r=0, z= \pm 1$.
We choose any infinitely differentiable function $\tau(\alpha)$ with the properties

$$
\tau=0 \quad \text { for } \quad \alpha \leqslant 0, \quad \tau=1 \quad \text { for } \quad \alpha \geqslant 1, \quad 0 \leqslant \tau \leqslant 1
$$

and set

$$
\begin{equation*}
\tilde{\phi}=\frac{1}{2} \tilde{t}+\tau\left(\frac{2 \log (\eta / \delta)}{\log (1 / \delta)}\right)\left[\phi-\frac{1}{2} \tilde{t}\right] . \tag{7.14}
\end{equation*}
$$

Then the vector field $\mathbf{v}=\operatorname{curl}[(-y \mathbf{i}+x \mathbf{j}) \tilde{\phi}]$ is solenoidal and has the value $\tilde{t} \mathbf{k}$ on $\dot{B}$. It is therefore admissible in theorem 1. Moreover, $\mathbf{v}=\mathbf{u}$ outside the ellipsoid

$$
z^{2} / \cosh ^{2} \delta^{\frac{1}{2}}+r^{2} / \sinh ^{2} \delta^{\frac{1}{2}} \leqslant 1 .
$$

Therefore $E(\mathbf{v}, \mathbf{v})$ exceeds $E(\mathbf{u}, \mathbf{u})=\tilde{t}$ by at most $2 \mu$ times the integral of $|\operatorname{grad} \mathbf{v}|^{2}$ inside this ellipsoid and outside the sphere $r^{2}+z^{2}=\epsilon^{2}$. We now observe that $\epsilon|\phi|, \epsilon^{2}|\operatorname{grad} \phi|$, and $\epsilon^{3}$ times the second derivatives of $\phi$ are uniformly bounded on this set, as are $\tau$ and its first two derivatives. Thus there is a constant $K$ such that

$$
\begin{aligned}
& E(\mathbf{v}, \mathbf{v})-E(\mathbf{u}, \mathbf{u}) \leqslant K \int_{\delta}^{\delta t} \int_{-\frac{1}{2} \pi}^{\frac{1}{2} \pi}\left\{\epsilon^{-6} r^{2}+\epsilon^{-4}+\left(\epsilon^{-2}+r^{2} \epsilon^{-4}\right)|\log \delta|^{-2} \eta^{-2}|\cos (\xi+i \eta)|^{-2}\right. \\
& \quad+r^{2} \epsilon^{-2}\left(|\log \delta|^{-2}+|\log \delta|^{-4}\right) \eta^{-4}|\cos (\xi+i \eta)|^{-4} \\
& \left.\quad+r^{2} \epsilon^{-2}|\log \delta|^{-2} \eta^{-2}|\sin (\xi+i \eta)|^{2}|\cos (\xi+i \eta)|^{-6}\right\} r|\cos (\xi+i \eta)|^{2} d \xi d \eta
\end{aligned}
$$

Using the facts that $r=\cos \xi \sinh \eta$ and that $|\cos (\xi+i \eta)|^{2}=\cos ^{2} \xi+\sinh ^{2} \eta$, we find that there is a constant $\bar{K}$ such that

$$
E(\mathbf{v}, \mathbf{v}) \leqslant \tilde{t}\left[1+\bar{K}\left(\epsilon^{-1}|\log \delta|^{-1}+\epsilon^{-3} \delta+\epsilon^{-5} \delta^{2}\right)\right] .
$$

If $\delta$ is chosen so small that $\delta^{\epsilon} \rightarrow 0$ as $\epsilon \rightarrow 0$, the term in brackets approaches one, and we then see from theorems 1 and 5 that $t(\mathbf{k}) / t \rightarrow 1$ as $\varepsilon \rightarrow 0$.

To obtain the same result for $t(\mathbf{i})$ we need only observe that the velocity field for the fall of the sphere in the $x$ direction is given by

$$
\mathbf{u}=\operatorname{curl}[(-z \mathbf{j}+y \mathbf{k}) \phi]
$$

with $\phi$ again defined by (7.13), and use the trial function

$$
\mathbf{v}=\operatorname{curl}[(-z \mathbf{j}+y \mathbf{k}) \tilde{\phi}]
$$

with $\tilde{\phi}$ defined by (7.14) in theorem 1 . Since both $t(\mathbf{k}) / \tilde{t}$ and $t(\mathbf{i}) / \tilde{t}$ approach one, the ratio $t(\mathbf{k}) / t(\mathbf{i})$ also approaches one as $\epsilon \rightarrow 0$, as we claimed.

We see from theorem 5 that $t(\mathbf{k}) / t(\mathbf{i})$ still approaches one as $\epsilon \rightarrow 0$ if $B$ consists of the union of a ball of radius $\epsilon$ and any set that is contained in the ellipsoid (7.11), provided $\delta^{\epsilon} \rightarrow 0$ as $\epsilon \rightarrow 0$. For example, we can put a thin cylindrical tail on the sphere to obtain a slender flagellate.

The above technique is easily extended to show that attaching a sufficiently thin tail of arbitrary length to any body changes each $t(\mathbf{g})$ by an arbitrarily small amount. In particular, we can show that if two spheres of radius $\epsilon$ with their centres at $r=0, z= \pm 1$ are connected by a cylindrical rod of radius $\delta$ and if $\delta^{\epsilon} \rightarrow 0$ as $\epsilon \rightarrow 0$ then $t(\mathbf{k}) / t(\mathbf{i})$ will approach the value that is obtained for the spheres alone with the constraint that they cannot spin. A dilatation by a factor $\epsilon^{-1}$ shows that this ratio is the same as that for two unit spheres with their centres a distance $2 \epsilon^{-1}$ apart. Since for small $\epsilon$ there is little interaction between these spheres the ratio can be shown to approach one. Thus, our dumb-bell is another example of a slender body for which $t(\mathbf{k}) / t(\mathbf{i})$ does not approach two.

Finally we observe that all our bounds are obtained from flow along the principal axes of various ellipsoids. Since an ellipsoid is a non-skew body, its terminal speed is a quadratic functional of the direction. Thus upper and lower bounds for the terminal speed $t(\mathbf{k} \cos \theta+\mathbf{i} \sin \theta)$ can be obtained by adding $\cos ^{2} \theta$ times the corresponding bound for $t(\mathbf{k})$ to $\sin ^{2} \theta$ times the bound for $t(\mathbf{i})$. For example, we see from (7.8) that

$$
t(\mathbf{k} \cos \theta+\mathbf{i} \sin \theta)-\frac{2 \cos ^{2} \theta+\sin ^{2} \theta}{8 \pi l} \log \frac{1}{\epsilon}=O\left(\log \log \frac{1}{\epsilon}\right) .
$$
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